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Abstract—In this paper we have studied channel models (flat fading and frequency selective fading channels) estimation, adaptive equalization, and demodulation. The technique involves the optimization of the overall impulse response of the transmit and receive filters and effectively reduces the channel to one which is flat fading. This example showed the relative performance of linear and decision feedback equalizers in both frequency-flat and frequency-selective fading channels. It showed how a one-tap equalizer is sufficient to compensate for a frequency-flat channel, but that a frequency-selective channel requires an equalizer with multiple taps. Finally, it showed that a decision feedback equalizer is superior to a linear equalizer in a frequency-selective channel. Computer simulation results show that this equalization method works for channels with small delay spreads.
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I. INTRODUCTION

A radio channel exploits an extremely random characteristic, which does not allow us to use the simple AWGN channel model mentioned above to analyze the channel capacity. Radio signals propagate by means of reflection, diffraction, and scattering, which result in three effects a radio signal experiences: attenuation, large-scale shadowing, and small-scale fading. It was proved that these three effects are independent of each other. Signal attenuation is mainly introduced by the location of a receiver (distance between the transmitter and the receiver), which can be predicted by a deterministic model. Large-scale shadowing of a signal is mainly caused by multiple reflections and/or diffractions of the signal while propagating, whose characteristics can be captured with a log-normal distribution model. Small scale fading of a signal is caused by multiple versions of a transmitted signal with different delay times such that it has both time and location varying property. One type of channels with the fading effect caused by the multi-path time delay spread is flat fading channels in which the period of the transmitted signal is larger than the multi-path delay spread.

Since the received signal power varies significantly in a flat fading channel, it is critical to precisely capture the distribution of the channel gain for designing a radio communication system [5]. The most common used signal amplitude distribution in flat fading channels is the Rayleigh distribution, which is the focus of this paper. Although the problem of channel equalization has been extensively studied in the literature the growth of wireless communications has presented new challenges. It is commonly known that the traditional methods of adaptive equalization, based on the minimum mean squared error (MMSE) criterion, do not have a time constant short enough to track the optimum equalizer response when the communication channel introduces rapid gain and phase variations, such as those encountered in a fast fading environment. Estimating and cancelling the channel effects is not a viable solution either, because the estimation algorithms also suffer from tracking speed problems in fast fading conditions. Although the maximum-likelihood receivers proposed in [1] and [2] are designed for a general Rayleigh frequency-selective fading channel, complexity issues make their implementation difficult. Furthermore, these receivers require prior knowledge of the second-order channel statistics. Therefore, it is advantageous to design simple receivers for a more limited range of channels. Here, we develop a new approach for the reception of signals transmitted over a channel which is slowly fading and exhibits small delay spread. Following [3] and [4], the channel is assumed to be sufficiently modeled as a two-term Taylor’s series expansion; it is then linearly frequency-selective [3]. The proposed approach uses transmit and receive filters which effectively remove the inter symbol interference (ISI) induced by the channel. The response of the filters is designed by minimizing the mean square error (MSE) between the received signal and the desired (ISI-free) signal. Hence, a receiver with limited complexity such as those discussed in [5]–[7] for a time-selective channel could be used to detect the transmitted signals A number of different algorithms can be employed for these modules. In our project, we use LMS (least mean squares) and RLS (Recursive Least Squares).
II. MOBILE WIRELESS CHANNELS

In wireless communications the transmitted signals arrives at the receiver along a number of different paths referred to as multipath shown in figure 2.1. Multipath propagation arises due to reflection, refraction, and scattering of the electromagnetic wave on objects such as buildings, hills, trees, etc. that lie in the vicinity of transmitter/receiver. User mobility (relative motion between transmitter/receiver) and or carrier frequency offset induces time variance on the channel. Hence, wireless channel may be characterized by linear time-varying and multi-path fading. Multipath results into spreading of the transmitted signal in time (so called inter-symbol interference, ISI), while time-variation of the channel results in frequency spreading (the so called Doppler spread) [4, 5].

Figure 1: The user signal experiences multipath propagation.

The selection of the channel model is linked to the transmitted signal characteristics, mainly based on the relationship between the transmitted signal bandwidth $W$ and the channel coherence bandwidth $B_c$ or equivalently between the duration of the transmitted symbol $T$ and the channel coherence time $T_c$. In the following we will give a brief description of the different fading types.

II (A). Frequency Non-Selective Fading Channel:

Let $X(f)$ denote the frequency-domain representation of the transmitted signal. The noiseless received signal $Z^{(r)}(t)$ at the receive antenna can be written as

$$Z^{(r)}(t) = \int_{-\infty}^{\infty} g^{(r)}(t, \tau) X(f) e^{j2\pi ft} df$$

$$= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G^{(r)}(t, f, \tau) X(f) e^{j2\pi ft} df$$

(1)

Suppose that the transmitted signal bandwidth $W$ is much smaller than the coherence bandwidth of the channel $B_c$, i.e., $W << B_c$. Then all the frequency components of the transmitted signal $X(f)$ will experience the same attenuation and phase shift. This means that the channel frequency response is fixed over the transmitted signal bandwidth $W$.

Such a channel is called frequency non-selective or frequency flat fading. Hence, for frequency flat fading channels the input-output relationship is reduced to

$$Z^{(r)}(t) = G^{(r)}(t; 0) \int_{-\infty}^{\infty} X(f) e^{j2\pi ft} df$$

$$= G^{(r)}(t; 0) x(t)$$

$$= a^{(r)}(t) e^{j\theta^{(r)}(t)} x(t)$$

(2)

Where $a^{(r)}(t)$ represents the time-varying envelope and $\theta^{(r)}(t)$ represents the time-varying phase of the channel impulse response. From (2.5), we see that the frequency flat fading channel can be viewed as a multiplicative channel.

II (B) Frequency-Selective Fading Channel:

In this subsection we will treat the case when the transmitted signal bandwidth is larger than the coherence bandwidth of the channel, i.e., $W \gg B_c$. In this case the different frequency components of the transmitted signal $X(f)$ will experience different gains and phase shifts. In such a case, the channel is called frequency-selective. Contrary to the frequency flat case where the channel consists of one tap, the frequency-selective channel consists of multiple-taps (resolvable multipath). The multipath components are resolvable if they are separated in delay by $1/1/W$. $1/W$ can be viewed as the time resolution of the channel. For frequency-selective fading, the channel maximum delay spread $\tau_{max}$ is much greater than the time resolution of the receiver $T_c = 1/W$ and therefore, echoes of the transmitted signal arrive at the receiver causing inter symbol interference (ISI). The signal echoes arrive at the receiver along a number of different resolvable paths (resolvable by the receiver time resolution $1/W$), hence, the impulse response of the time-varying frequency-selective fading channel (or ISI channel) can be written as

$$g^{(r)}(t; \tau) = \sum_{l=0}^{L} g^{r}_{l}(t) \delta \left( t - \frac{l}{W} \right)$$

(3)

Fig 2: Tapped delay line model for frequency-selective channel.
Where \( L \) is the number of resolvable multipath components. Since the channel maximum delay spread is \( \tau_{\text{max}} \), and the time resolution of the systems is \( 1/W \), the number of multipath components \( L \) is obtained as

\[
L = \left[ \tau_{\text{max}} W \right]
\]  

(4)

The \( L_{\text{res}} \) resolvable path \( g(r)l(t) \) of the multipath fading channel is characterized by its time-varying amplitude \( g(r)l(t) \) and its time-varying phase \( \theta(r)l(t) \) and can be written as

\[
g^{(r)}(t) = a^{(r)}(t)e^{j\theta^{(r)}(t)}
\]

Therefore, the frequency-selective fading channel may be modeled by a tapped delay line with \( L+1 \) uniformly spaced taps. The tap spacing between adjacent taps is \( 1/W \), and each tap is characterized by a complex-valued time-varying gain \( g^{(r)}(t) \), as shown in Figure 2.3 [2]. The frequency-selective channel reduces to frequency flat if \( L = 0 \) or the channel maximum delay spread \( \tau_{\text{max}} \) is much smaller than the time resolution of the receiver, i.e \( \tau_{\text{max}} \ll 1/W \).

II(C): Fast Fading vs. Slow Fading

In our discussion so far we consider the coherence bandwidth \( B_c \) of the channel and its impact on the channel frequency selectivity. In this subsection we will consider the channel’s coherence time \( T_c \) and its impact on the channel time selectivity. The channel time selectivity determines whether the channel is slowly or fast fading.

The time coherence of the channel is directly related to the Doppler spread, the larger the Doppler spread the smaller the coherence time and the faster the channel changes within the symbol period of the transmitted signal. Therefore, the transmitted signal is said to experience fast fading if \( 1/W < T_c \). In slow fading, the channel impulse response changes at a rate much slower than the symbol period of the transmitted signal. In this case the channel may be assumed to be static (invariant) over several symbol periods. Hence, the transmitted signal is said to experience slow fading if

\[
1/W > T_c
\]

(a) Time-variation of one tap channel

(b) Time and frequency-selective channel

Figure 3 Type Of Small Scale Fading[1]
II (D) Fading in Wireless Channels:

In an urban environment, the height of the mobile antennas is well below the height of the surrounding structures. As a result, a Line of Sight (LOS) propagation path may or may not exist between the Base Station (BS) and the Mobile Station (MS). The radio waves transmitted from the BS, therefore, arrive at the MS after reflection, diffraction and scattering from the natural and man-made objects situated between the BS and the MS. The incoming radio waves arriving from different directions have different propagation delays. These multipath components, having randomly distributed amplitudes, phases and angles of arrival, combine vectorially at the receiver antenna causing the received signal to distort or fade. Thus, fading is the rapid fluctuations in the amplitude phase and the multipath delays of a radio signal over a short period of time so that large scale path loss effects can be neglected. Even when the MS is stationary, fading is caused by the movement of the surrounding objects. The changes in the environment or the motion of the MS result in spatial variations of amplitudes and phases manifest themselves as temporal variations. The mobile radio channel can be modeled as a linear filter having a time varying impulse response $h(t, \tau)$. The filtering nature of the channel is caused by the summation of amplitudes and delays of multiples arriving waves at the same instant of time.

Problems in Cellular Mobile Communications:

In a cellular system interference is the major limiting factor in increasing capacity. Some of the interference sources are for example. Other base station transmitting in the same frequency band, another mobile user in the same cell, a call in progress in a neighboring cell, impairments caused by the propagation of radio waves, etc. as a result. Different types of system interference are yielded in the network. Among these interferences the most important are the following.

Co-channel interference (CCI)

This type of interference is caused by the interference between co-channel cells (cells with the same frequency channel) due to the frequency reuse. To reduce CCI, co-channel cells must be separated by a minimum distance to provide sufficient isolation due to propagation distance.

Adjacent channel interference (ACI)

This other type of interference results when two frequency channels are adjacent in the frequency spectrum and one of them is leaking into the pass band causing interfering into the adjacent channel.

ACI is mainly aggravated by imperfect receiver filters. This problem can be minimized with a careful filtering and channel assignments (assigning channels to a cell which is not adjacent in frequency).

Inter-symbol interference (ISI)

When the signal travels through a channel, objects in transmission path can create multiple echoes of the signal. Whose occur at the receiver and overlap in successive e slots. This is known as inter-symbol interference equalizers at the receiver can be used to compensate the effect of ISI created by multi-path within time dispersive channels.

Fading one consequence of transmitting a signal through a time–varying multi-path channel is to confront at the receiver with a signal fading (amplitude variations in the received signal). Hence not only the propagation delays but also the random impulse responses of the channel will provoke some attenuation and time spread of the signal transmitted.
Thermal noise finally, the additive thermal noise is a factor that always corrupts a transmitted signal through a communication channel. Generally this thermal noise is assumed to be an additive white Gaussian noise (AWGN).

III. CHANNEL FADING TECHNIQUES

The physical medium between the transmitter and receiver is known as channel. This channel results in random delay (random phase shift) with total a factor. Channels may be three types

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simplex</td>
<td>One way only</td>
<td>FM radio, television</td>
</tr>
<tr>
<td>Half duplex</td>
<td>Two way, only one at a time</td>
<td>voice Radio</td>
</tr>
<tr>
<td>Full duplex</td>
<td>Two way, both at the same time</td>
<td>Mobile systems</td>
</tr>
</tbody>
</table>

IV. TYPES OF SMALL SCALE FADING MODELS

There are many models that describe the phenomenon of small scale fading. Out of these models, Rayleigh fading, Ricean fading and Nakagami fading models are most widely used

IV (A) Additive White Gussian Noise Model:

The simplest radio environment in which a wireless communications system or a local positioning system or proximity detector based on Time of- flight will have to operate is the Additive-White Gaussian Noise (AWGN) [4] environment. Additive white Gaussian noise AWGN) is the commonly used to transmit signal while signals travel from the channel and simulate background noise of channel. The mathematical expression in received signal \( r(t) = s(t) + n(t) \) that passed through the AWGN channel where \( r(t) \) transmitted signal is and \( n(t) \) is background noise An AWGN channel adds white Gaussian noise to the signal that passes through it. It is the basic communication channel model and used as a standard channel model. The transmitted signal gets disturbed by a simple additive white Gaussian noise process.

The autocorrelation function of WGN is given by the inverse Fourier transform of the noise power spectral density AWGN(f):

\[
R_{AWGN}(\tau) = \int_{-\infty}^{\infty} F^{-1} \{ G_{W}(f) \} dt = \frac{N_0}{2} 8(\tau) \tag{5}
\]

The autocorrelation function \( R_{AWGN}(\tau) \) is zero for \( \tau \neq 0 \).
This means that any two different samples of WGN, no matter how close together in time they are taken, are uncorrelated. The noise signal WGN (t) is totally decor related from its time shifted version for any \( \tau \neq 0 \).

IV(B) Rayleigh Fading Channels :

When information is transmitted in an environment with obstacles (Non Line-of-sight - NLOS), more than one transmission paths will appear as result of the reflections. The receiver will then have to process a signal which is a superposition of several different transmission paths. If there exists a large number of transmission paths may be modeled as statistically independent; the central limit theorem will give the channel the statistical characteristics of a Rayleigh Distribution (Fig 5)
The Ricean fading model [6] is similar to the Rayleigh fading model, except that in Ricean fading, a strong dominant component is present. This dominant component is a stationary (non-fading) signal and is commonly known as the LOS (Line of Sight Component).

V. DECISION FEED BACK EQUALIZER

The basic limitation of a linear equalizer, such as transversal filter, is the poor performance on the channel having spectral nulls. A decision feedback equalizer (DFE) is a nonlinear equalizer that uses previous detector decision to eliminate the ISI on pulses that are currently being demodulated. In other words, the distortion on a current pulse that was caused by previous pulses is subtracted. Figure 7 shows a simplified block diagram of a DFE where the forward filter and the feedback filter can each be a linear filter, such as transversal filter. The nonlinearity of the DFE stems from the nonlinear characteristic of the detector that provides an input to the feedback filter. The basic idea of a DFE[7] is that if the values of the symbols previously detected are known, then ISI contributed by these symbols can be cancelled out exactly at the output of the forward filter by subtracting past symbol values with appropriate weighting. The forward and feedback tap weights can be adjusted simultaneously to fulfill a criterion such as minimizing the MSE. The DFE structure is particularly useful for equalization of channels with severe amplitude distortion, and is also less sensitive to sampling phase offset. The improved performance comes about since the addition of the feedback filter allows more freedom in the selection of feed forward coefficients.

The exact inverse of the channel response need not be synthesized in the feed forward filter, therefore excessive noise enhancement is avoided and sensitivity to sampler phase is decreased.

VI. ADAPTATION ALGORITHMS

This section briefly introduces two well-known algorithms that possess different qualities in terms of the performance i.e one is least mean square (LMS) and other is Recursive least square filter (RLS).

VI (A) Least mean square algorithm:

The least mean-square (LMS) algorithm [3, 8, 10] is probably the most widely used adaptive filtering algorithm, being employed in several communications systems. The LMS algorithm is a gradient-type algorithm that updates the coefficient vector by taking a step in the direction of the negative gradient [12] of the objective function, i.e.

\[ w_{k+1} = w_k - \mu \frac{\partial J_w}{\partial w(k)} \]  

(6)

Where \( \mu \) is the step size controlling the stability, convergence speed, and misadjustment. To find an estimate of the gradient, the LMS algorithm uses as objective function the Instantaneous estimate of the MSE, i.e resulting \( J_w = e^2(k) \) in the gradient estimate

\[ \frac{\partial J_w}{\partial w(k)} = -2e(k)x(k) \]  

[7]

The pseudo-code for the LMS algorithm is shown in Table 1.
In order to guarantee stability in the mean-squared sense, the step size \( \mu \) should be chosen in the range
\[
0 < \mu < 2 / \text{tr}[R]
\]
Where \( \text{tr} \{ \cdot \} \) trace operator, and
\[ R = E[X(k)X^T(k)] \]
is the input-signal autocorrelation matrix. The upper bound should be considered optimistic and in practice a smaller value is recommended [3].

The main drawback of the LMS and the NLMS algorithms is the slow convergence for colored noise input signals. In cases where the convergence speed of the LMS algorithm is not satisfying, the adaptation algorithms presented in the following sections may serve as viable alternatives.

**VI (B) The Recursive Least-Squares (RLS) Algorithm:**

The RLS algorithm is a recursive implementation to overcome the problem of slow the least-squares (LS) solution, i.e., it Minimizes the LS objective function. The recursions for the most common version of the RLS algorithm, which is presented in its standard form in Table 1.2, is a result of the weighted least-squares (WLS) objective function
\[
J_W = \sum_{i=1}^{k} \lambda^{k-i} e^2(i) \quad (8)
\]

Differentiating the objective function \( J_W \) with respect to \( w(k) \) and solving for the minimum yields the following equation
\[
[\sum_{i=1}^{k} \lambda^{k-i} X(i)X^T(i)]w(k) = \sum_{i=1}^{k} \lambda^{k-i} X(i)d(i) \quad (9)
\]

Where \( 0 < \lambda \leq 1 \) is an exponential scaling factor often referred to as the forgetting factor.

Defining the quantities
\[
R(k) = \sum_{i=1}^{k} \lambda^{k-i} x(i)x^T(i) \quad \text{And}
\]
\[
P(k) = \sum_{i=1}^{k} \lambda^{k-i} x(i)d(i)
\]
the solution is obtained as
\[
W(k) = R(k)P^{-1}
\]
The recursive implementations is a result of the formulations
\[
R(k) = \lambda R(k-1) + X(k)X^T(k)
\]
And
\[
P(k) = \lambda P(k-1) + X(k)d(k)
\]
The inverse \( R^{-1}(k) \) can be obtained recursively in terms of \( R^{-1}(k-1) \) using the *matrix inversion lemma* [1]

**VII. SIMULATION**

Simulation result consist of following ways. All the simulations are based on QPSK modulation with gray code.
A. Linear Equalization for Frequency Flat Fading

(a) Begin with single-path, frequency-flat fading.
(b) The receiver uses a simple 1-tap LMS (least mean square) equalizer, which implements automatic gain and phase control.
(c) The script commandeqloop.m runs multiple times
(d) Each run corresponds to a transmission block
(e) The equalizer resets its state and weight every transmission block. (To retain state from one block to the next, you can set the Reset Before Filtering property of the equalizer object to 0.)
(f) Before the first run, commandeqloop.m displays the initial properties of the channel and equalizer objects
(g) The red circles in the signal constellation plots correspond to symbol errors. In the “Weights” plot, blue and magenta lines correspond to real and imaginary parts, respectively

Figure 10: BER & constellation equalized vs non-equalized

B. Linear Equalization for Frequency-selective Fading

Simulate a three-path fading channel (frequency-selective fading)

(a) The receiver uses an 8-tap linear RLS (recursive least squares) equalizer with symbol-spaced taps.
(b) The simulation uses the channel object from A but with modified properties.

Figure 11: BER & constellation equalized vs non-equalized

C. Decision feedback Equalization (DFE) for Frequency-selective Fading

(a) The receiver uses a DFE with a six-tap fractionally spaced forward filter (two samples per symbol) and two feedback weights
(b) The DFE uses the same RLS algorithm as in Simulation B.
(c) The receive filter structure is reconstructed to account for the increased number of samples per symbol. This simulation uses the same channel object as in Simulation –B

Figure 12: BER & constellation equalized vs non-equalized
### VIII. CONCLUSION

It has been shown that relative performance of linear and decision feedback equalizers in both frequency-flat and frequency-selective fading channels. Simulations have shown that a one-tap equalizer is sufficient to compensate for a frequency-flat channel, but that a frequency-selective channel requires an equalizer with multiple taps. Finally, it showed that a decision feedback equalizer is superior to a linear equalizer in a frequency-selective channel.
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