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Abstract— Image fusion is powerful technique for quality improvement of image processing. The improvement of degraded image various methods and technique are used some method based on transform function and others are based on pixel operation. The processes of image fusion technique are changed in current decade. The current process of image fusion focus on feature based image fusion. The feature based image fusion technique imparts various methods such as wavelets transform function, neural network and meta-heuristic function. Heuristic is artificial searching technique used for optimal feature selection such as genetic algorithm, ant colony optimization and particle of swarm optimization. Here we also discuss some standard method result for image fusion. Our empirical result shows the continuous improvement is required for image fusion process.
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I. INTRODUCTION

The need for data fusion in current image processing systems is increasing mainly due to the increase of image acquisition techniques Current technology in imaging sensors offers a wide variety of different information that can be extracted from an observed scene. This information is jointly combined to provide an enhanced representation in many cases of experimental sciences. Any piece of information makes sense only if it conveys the actual content, clarity and quality. The term "image fusion" usually implies the integration of images acquired by multiple sensors with the intention of providing a better perspective of a scene that contains more content. For merging remotely sensed images, particularly one multispectral (MS) image and one panchromatic (PAN) image (also known as pan sharpening), fusion algorithms should aim to integrate information from images of different spectral and spatial resolution, leading to obtain a single image that includes the best features of each one. Image fusion is concerned with the integration or collection of multiple different images, derived from different sensors, into a single image which is more suitable for visual perception or computer processing tasks.

With the rapid proliferation of digital imaging and communication technologies, image quality assessment (IQA) has been becoming an important issue in numerous applications, such as image acquisition, transmission, compression, restoration, and enhancement. The conventional metrics, such as the peak signal-to-noise ratio (PSNR) and the mean-squared error (MSE) operate directly on the intensity of the image, and they do not correlate well with the subjective fidelity ratings. Thus, many efforts have been made on designing human visual system (HVS) based IQA metrics. Such kinds of models emphasize the importance of HVS’ sensitivity to different visual signals, such as the luminance, the contrast, the frequency content, and the interaction between different signal components. To obtain an image that simultaneously contains the outline of scene as well as special objects for the convenience of human visual perception or for further image processing tasks, image fusion can be used to integrate the information provided by individual sensors. We concern with the fusion of three types of source images multi focus images, infrared visible images, and medical images. During the past two decades, many image fusion methods are developed. According to the stage at which image information is integrated, image fusion algorithms can be categorized into pixel, feature, and decision levels. One more new method for recovering a haze free image given a single photograph as an input. To achieve this by interpreting the image through a model that accounts for surface shading in addition to the scene transmission. This requires the shading component to vary significantly compared to the noise present in the image. The integration of image fusion algorithms offers immense potential for future research as each rule emphasizes on different characteristics of the source image. A novel hybrid architecture (algorithm) for wavelets based image fusion combining the principles of pixel and region based rules. To utilize the capabilities of image fusion at end user level, a Graphical User Interface is developed. There are several situations in which we would want to use applications developed in MATLAB for commercial and research activities.
A standalone executable has been developed for the targeted image fusion application using Mat lab Compiler Runtime library. Feature-level fusion is intermediate level, it is to carry out feature extraction for the original information of the various images, and then comprehensively analyze and process the feature information. In general, the extracted feature information should be a sufficient statistic of the pixel information, and then multi-image data will be classified, collected and integrated according to the feature information. If the data the multimedia obtained is image data, then the feature is abstractly extracted from the image pixel information, and the typical feature information has cable type, edge, texture, spectrum, similar brightness area, similar depth of field areas, etc. heuristic function is well know method for feature optimization in image processing. Various authors used genetic and neural network method for feature optimization process [8, 9]. The genetic algorithm is similar to the natural evolution; it finds good chromosomes for solving problem through acting on genes in the chromosome. It need only evaluate each chromosome which the algorithm generates, and choose chromosomes based on adaptive value, and the better adaptive values of chromosomes are, the more reproduction opportunities are. The above section discuss introduction of image fusion and feature selection method. In section II we describe related work of image fusion. In section III image fusion methods. In section IV discuss some experimental result of image fusion and finally conclude in section V.

II. RELATED WORK

In this section describe some related work to image fusion based on feature selection method using wavelets transform function and heuristic function. The feature selection method for image fusion is intermediate steps along with fused process.

[1] Authors used the high frequency coefficients of transform function; the regional edge intensities of each sub-image are calculated to realize automated fusion. The low occurrence value choosing is based on boundary of images, so that the fused image can protect all useful information and appear visibly. The edge and contour of the image target region is important, in the image, different edge represent boundaries of different component of image. The proposed fusion algorithm of multi-modality image based on DWT. This method prevents the average in fused proceeding, extract abundant information, important features and boundary information from source images.

[2] Authors describe noised image fusion using Dual-tree Complex Wavelets Transform (DT-CWT). Complex wavelets transform is complex valued extension of the standard wavelets. The real 2-D dual-tree DWT of an image x is implemented using two critically sampled separable 2-D DWTs in parallel. Then for each pair of sub bands we take the sum and difference. The complex 2-D DT-DWT also gives rise to wavelets in six distinct directions. The complex 2-D dual-tree is implemented as four critically sampled separable 2-D DWTs operating in parallel as structure needs four trees for analysis and for synthesis.

[3] Authors used rule based technique for image fusion using Pixel level rules may reduce the contrast in some images and does not always succeed in effectively removing ringing and noise in source images. The inadequacies of these types of fusion rules point to the importance of developing a Hybrid algorithm to improve the visual quality by combining the advantages of four pixel based methods. The proposed Hybrid Image Fusion method is based on Pixel level image Fusion methods. These methods are basically based on various standards Pixel level fusion rules. Combination of various fusion rules is done to get better quality final fused image. Here the image fusion techniques used are based on wavelets transformation. First level and second level decomposition of original image is based on Discrete Wavelets Transformation

[4] Authors used data assimilation conception in meteorological image fusion. It means that observation data and numerical simulation data are integrated to obtain more nature point analysis results. The framework of fusion based on data assimilation and genetic algorithm for multispectral and panchromatic image was present. In the framework, Weights of indices of the various attributes were determined according to their important degree in the following processing. Data assimilation can combine the advantage of model operator and observe operator. Method can integrate the advantages of DWT and HIS, construct object function according to successive application to satisfy the aim of adaptive adjustment of fusion parameters.

[6] Authors used image fusion technique for image retrieval method based on multi-feature similarity score fusion using genetic algorithm. Single feature describes image content only from one point of view, which has a certain one-sided. Fusing multi-feature similarity score is expected to improve the system's retrieval performance.
For the purpose of assigning the fusion weights of multi-feature similarity scores reasonably, the genetic algorithm is applied. They are image retrieval based on color feature, texture feature and fusion of color-texture feature similarity score with equal weights.

III. FEATURE EXTRACTION METHOD

Wavelets play a major role in image compression and image fusion. Wavelets coefficients calculated by a wavelets transform represent change in the time series at a particular resolution. By considering the time series at various resolutions, it is then possible to filter out feature and process actual feature of image. The term wavelets thresholding is explained as decomposition of the data or the image into wavelets coefficients, comparing the detail coefficients with a given threshold value, and shrinking these coefficients close to zero to take away the effect of feature in the data. The image is reconstructed from the modified coefficients [7]. This process is also known as the inverse discrete wavelets transform. During thresholding, a wavelets coefficient is compared with a given threshold and is set to zero if its magnitude is less than the threshold; otherwise, it is retained or modified depending on the threshold rule.

Thresholding distinguishes between the coefficients due to feature and the ones consisting of important signal information. The choice of a threshold is an important point of interest. It plays a major role in the removal of feature in images because fusion most frequently produces smoothed images, reducing the sharpness of the image. Care should be taken so as to preserve the edges of the featured image. There exist various methods for wavelets thresholding, which rely on the choice of a threshold value. Some typically used methods for image feature removal include. Prior to the discussion of these methods, it is necessary to know about the two general categories of thresholding. They are hard-thresholding and soft-thresholding types. The hard-thresholding TH can be defined as [8]

\[
T_H = \begin{cases} 
  x & \text{for } |x| \geq t \\
  0 & \text{in all other regions.} 
\end{cases}
\]

Here \( t \) is the threshold value. A plot of \( TH \) is shown in Figure 1.

Here, all coefficients whose magnitude is greater than the selected threshold value \( t \) remain as they are and the others with magnitudes smaller than \( t \) are set to zero. It creates a region around zero where the coefficients are considered negligible. Soft thresholding is where the coefficients with greater than the threshold are shrunk towards zero after comparing them to a threshold value. It is defined as follows.

\[
T_s = \begin{cases} 
  \text{sign}(x)(|x| - t) & \text{for } |x| > t \\
  0 & \text{in all other regions.} 
\end{cases}
\]

Figure 1: Hard thresholding

Figure 2: Soft thresholding

In practice, it can be seen that the soft method is better and yields more visually pleasant images. This is because the hard method is discontinuous and yields abrupt artifacts in the recovered images. Also, the soft method yields a smaller minimum mean squared error compared to hard form of thresholding. Now let us focus on the three methods of thresholding mentioned earlier. For all these methods the image is first subjected to a discrete wavelets transform, which decomposes the image into various sub-bands. Graphically it can be represented as shown in Figure 2[9].
The sub-bands \( HH_k, HL_k, LH_k, k = 1, 2 \ldots \) are called the details, where \( k \) is the scale and \( j \) denotes the largest or coarsest scale in decomposition. Note, \( LL_k \) is the low-resolution component. Thresholding is now applied to the detail components of these sub bands to remove the unwanted coefficients, which contribute to feature. And as a final step in the fusion algorithm, the inverse discrete wavelets transform is applied to build back the modified image from its coefficients.

Artificial neural networks (ANNs) proved to be capable of finding internal representations of interdependencies within raw data not explicitly given or even known by human system. Its special characteristic together with the simplicity of building and training ANNs and their very short response time encouraged their application to the task of image fusion. Because of their inherent nonlinearity, ANNs are able to deal with the complex interactions between variables that affect image pixels [1]. There is no need for complex functional models to describe the relationships between the input variables and the input image. Recently the ANNs technology has been proposed as a substitute for statistical approaches for classification and image fused method problems. The advantages of ANNs over statistical methods include robustness to probability distribution assumptions, the ability to classify in the presence of nonlinear relationships, and the ability to perform reasonably well using incomplete data bases [5]. Comparison results between ANNs and statistical techniques indicated that neural nets offer an accurate alternative to other classical methods such as histogram equalization or auto regressive models in this dissertation cascaded ANNs are used for image fusion and bright contrast preserving.

The ANNs are trained with the back-propagation algorithm, which is a gradient-decent technique that is easily applied to networks whose neurons have smooth, monotonic differentiable transfer functions such as sigmoid and hyperbolic tangent.

IV. EXPERIMENTAL RESULT ANALYSIS

In this section some of experimental results of our work on wavelets based Image Fusion are discussed. Input image database is taken in different environment through a digital camera; the multi focused environment is generated using different light effects. In the proposed hybrid method, first wavelets decomposition of the input source images is performed up to level second level using discrete wavelets transform.

A. Evaluation criteria for image fusion

Objective image quality measures play an important role in various image processing applications. There are different types of object quality or distortion assessment approaches. The fused images are evaluated, taking the following parameters into consideration.

B. Root Mean Square error (RMSE)

The root mean square error (RMSE) between each unsharpened MS band and corresponding sharpened band can also be computed as a measure of spectral fidelity. It measures the amount of change per pixel due to the processing. 

The RMSE between a reference image \( R \) and the fused image \( F \) is given by

\[
E_{\text{RMSE}} = \sqrt{\frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (R(i,j) - F(i,j))^2}
\]

There are different approaches to construct reference image using input images. In our experiments, we used the following procedure to compute RMSE. First, RMSE value \( E_1 \) is computed between source image \( A \) and fused image \( F \).

\[
E_{1} = \sqrt{\frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (I1(i,j) - F(i,j))^2}
\]
Similarly E2 is computed as RMSE between source image B and fused image F.

\[
E2 = \sqrt{\frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (I2(i, j) - F(i, j))^2}
\]

Then the overall RMSE value is obtained by taking the average of E1 and E2.

\[
RMSE = \frac{(E1+E2)}{2}
\]

Smaller RMSE value indicates good fusion quality. Peak Signal to Noise Ratio PSNR can be calculated by using the formula

\[
PSNR = 20 \log_{10}\left[\frac{L^2}{MSE}\right]
\]

Where MSE is the mean square error and L is the number of gray levels in the image.

Image Quality Index IQI measures the similarity between two images (I1 & I2) and its value ranges from -1 to 1. IQI is equal to 1 if both images are identical. IQI measure is given by

\[
IQI = \frac{m_{ab} - \frac{2xy}{m_a m_b} x^2 + y^2 - \frac{2m_a m_b}{m_a^2 + m_b^2}}{m_a m_b}
\]

Where x and y denote the mean values of images I1 and I2, and denotes the variance of I1, I2 and covariance of I1 and I2.

Mutual Information Mutual Information (MI) measures the degree of dependence of two images. Its value is zero when I1 and I2 are independent of each other. MI between two source images I1 and I2 and fused image F is given by

\[
MI = \sum_{(f,a)} P_{FA}(f, a) \log_2 \frac{P_{FA}(f, a)}{P_F(f)P_A(a)}
+ \sum_{(f,b)} P_{FB}(f, b) \log_2 \frac{P_{FA}(f, b)}{P_F(f)P_B(b)}
\]

and PA(a), PB(b) and PF(f) are histograms of images A, B and F, PFA(f,a) and PFB(f,b) are the joint histograms of F and A, and F and B respectively. Higher MI value indicates good fusion results.

### Table I

<table>
<thead>
<tr>
<th>METHOD</th>
<th>IQI</th>
<th>MI</th>
<th>RMSE</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCT</td>
<td>0.9851</td>
<td>1.1293</td>
<td>12.3288</td>
<td>26.3124</td>
</tr>
<tr>
<td>WT</td>
<td>0.9468</td>
<td>1.0042</td>
<td>20.6849</td>
<td>21.8177</td>
</tr>
<tr>
<td>IWT</td>
<td>0.9668</td>
<td>1.0042</td>
<td>22.6849</td>
<td>23.8177</td>
</tr>
</tbody>
</table>
V. Conclusion And Future Work

There are various method of fusing images. We have compared the regular image fusion techniques with the integer wavelets transform based techniques. It can be seen from the above table and the image results that the IWT based techniques are having better results when compared with the conventional techniques. Two IWT based image fusion algorithms are introduced and their objective and subjective comparison with other classical techniques is carried out. It is concluded from experimental results that IWT based image fusion schemes perform better than existing schemes.
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