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Abstract—Wireless Sensor Networks are becoming an integral part of our lives. There cannot be widespread applications of WSNs without ensuring WSNs security. This paper provides the security approaches based on game theory in WSNs. In this paper we framed a active defense problem as a non-cooperative nonzero sum two player game between attacker and nodes of wireless sensor network. This game achieves Nash equilibrium and thus leading to defense strategy for the network. Results show that game frameworks increases the chance of success in the defense category for WSNs.
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I. INTRODUCTION

With the recent advances in wireless communications and digital electronics, WSNs have become increasingly one of the most promising and interesting areas in the past years. Limited memory and battery power of sensor nodes create a number of challenges in terms of the security of wireless sensor networks. In this paper we proposed secure base routing for preventing different types of attacks. In the second part we proposed non cooperative non zero sum game theory where each player is tries to maximize its own payoff. This game achieves Nash equilibrium, thus leading to defense strategy for the network.

II. RELATED WORKS

There are many researches that are applying game theory in intrusion detection systems. A game theoretic platform is suitable for modeling security issues such as intrusion prevention and intrusion detection. An example of an intrusion prevention game model is presented in (Liu &Zang, 2005), where the authors propose a game theoretic approach to infer attacker intent, objectives, and strategies (AIOS). In the context of intrusion detection, several game-theoretical approaches have been proposed to wired networks, WLANs, sensor networks, ad hoc networks and mobile ad hoc network.

Kodialam&Lakshman (2003) have proposed a game theoretic framework to model the intrusion detection game between two players: the service provider and the intruder. A successful intrusion is when a malicious packet reaches the desired target. In the game, the objective of intruder is to choose a particular path between the source node and the target node, and the objective of the service provider is to determine a set of links on which sampling has to be done in order to detect the intrusion. Essentially, the game is formulated as a two-person zero-sum game, in which the service provider tries to maximize his payoff, which is defined by the probability of detection, and on the other hand, the intrude tries to minimize the probability of being detected.

Patcha & Park (2006) used the concept of multi-stage dynamic non-cooperative game with incomplete information to model intrusion detection in a network that uses a host based IDS. As long as the beliefs are consistent with the information obtained and the actions are optimal given the beliefs, the model is theoretically consistent. They believe that this game-theoretic modeling technique models intrusion detection in a more realistic way compared to previous approaches.

Otrok et al. (2008) proposed a unified framework that is able to prolong the lifetime of IDS in a cluster by balancing the resource consumptions among all the nodes. This was achieved by truthfully electing the most cost-efficient node (IDS) that handles the detection process. Incentives were given in the form of reputations to motivate nodes in revealing truthfully their costs of analysis.

Poongothai et al. (2008) presented a model for analyzing misbehaviors using game theory their model focuses on interaction between pair of attacking/regular nodes as a two player non-cooperative non-zero sum game.

Agah& Das (2007) formulated the prevention of passive denial of service (DoS) attacks in wireless sensor networks as a repeated game between an intrusion detector and nodes of a sensor network, where some of these nodes act maliciously.
III. SECURITY TO WSN USING AUCTION THEORY

An auction is a method of allocating scarce goods based on competition. A seller wishes to obtain as much money as possible, and the buyer wants to pay as little as possible. There are different ways to classify auctions. There are open auctions as well as sealed auctions. In this we adopt sealed bid mechanism because sealed bid requires little communication or interaction between participants. We propose secure routing protocol in sensor networks which is based on first price sealed auctioning.

In first-price sealed auction always the bidder with the highest bid wins and reaches equilibrium and thereafter the truth bidding is a dominant strategy for sensors. With suitably designed rules, auctions can achieve efficient allocations with minimal a priori information. One of the essential reasons to use auction is to speed up the sale and ignite competition between buyers, which is the main reason to adopt the first-price sealed auction mechanism in the approach presented in this chapter. The absence of pre-existing infrastructure in sensor networks means that most of the nodes will serve as routers for through traffic. Sensor nodes, either malicious or truthful, compete against each other in order to forward incoming packets and by doing so each node improves its reputation among other nodes. Bidding is done to gain a better reputation in the network and instead of paying money, the winner of the bid disinherit some of its initial energy power. Participation in an auction is a decision that is completely up to the sensor node, whereas a malicious node tries its best to win the bid and then drops the packets and corrupts the network.

IV. PROTOCOL DESCRIPTION

In the proposed Secure Auction-based routing (SAR) protocol, a node sends out a Route request message. All nodes receiving this message place themselves into the source route and forward it to their neighbors, unless they have received the same request before. If a receiving node is the destination, or has a route to the destination, it does not forward the request, but sends a Reply message containing the full source route and the bid price that it is willing to pay. After receiving one or several routes, the source selects the best one having the highest bid; stores it and sends messages along that path. In the SAR protocol, the path is chosen by picking the path from the cache of available paths to the packet’s destination with the highest bid, as depicted in Figure 4.1. Once a route request reaches its destination, the path that this route request has taken is reversed and sent back to the sender.

This protocol proposes an auction on routes to ensure a view on which nodes will provide likely service due to their commitment. Note that a malicious node could agree to the auction and still subvert the route, so a watch-list facilitates recognizing such faulty nodes. How can we determine if a node is acting maliciously? Destination nodes can send back messages, and when one destination node gets notified of the winning path, it sets a timeout timer. In order to implement the timeout at the receiving node, once the auction ends, the sending node sends a Winning route packet to the destination node, which stores this route and the source. Once the destination node gets a packet from the source (that is not a control message), it removes the source from its list of pending links. If the pending link times out, then the destination node sends route packet to the base station, which updates its list with the nodes in the route (excluding the source and destination). If a node is placed on the watch-list more often than a pre-defined threshold, the base station sends out a Watch list ignore broadcast, and all of the nodes add that node into their ignore lists. The threshold is high enough to distinguish deliberate malicious behavior from simple selfishness of a node. All nodes prefer not to communicate with a node in their ignore list.

V. THE BID

In strategic games, players first make their decision and subsequently the outcome of the game is determined. The outcome can be either deterministic or contain uncertainties. The decisions are made without knowledge of other player’s decisions. In sensor network consisting of N sensors, where occasionally some of them act maliciously, there are N players that compete to bid against each other.

**Definition 1**

The strategic game called (bidding) consists of
- a finite set of N sensor nodes
- for each node \( i \in \{1, \ldots, N\} \) a nonempty set \( A_i \) of actions available to node \( i \)
- for each node \( i \in \{1, \ldots, N\} \) a von Neumann-Morgenstern utility function \( u_i : A_i \rightarrow R \)

where \( R \) is the set of real numbers.

A sealed-bid auction is a typical strategic game with incomplete information A player/node knows its own valuation of the packet but does not know the valuation of other bidders.
The solution of a strategic game is a Nash equilibrium. Every strategic game with a finite number of players, each with a finite set of actions has an equilibrium This Nash equilibrium is a point from which no single player wants to deviate unilaterally.

Definition 2

A Nash equilibrium of a strategic game \( \{N, (A_i), u_i\} \) is a profile \( a^* = (a_1^*, a_2^*, a_3^*, \ldots, a_N^*) \) of actions with the property that for every player \( i \in \{1, 2, \ldots, N\} \)

\[
u_i(a^*) \geq u_i(a_1^*, a_2^*, a_3^*, \ldots, a_N^*) \quad \forall a_i \in A_i
\]

When a game is played, the rationality assumption will force the game into a Nash equilibrium outcome.

If the outcome is not a Nash equilibrium, at least one player would gain a higher payoff by choosing another action. If there are multiple equilibria, more information about the behavior of the players is needed to determine the outcome of the game. We present the model of our proposed framework for secure routing as an auction game. Players of this game are the nodes of the network who bid against each other in order to obtain better reputations in the network.

Each bidder submits a sealed bid of \( b_i \). A winner \( i \) will be charged the price \( \Omega_i \) which is its battery power loss. Only one path wins a bid, and nodes on this path are assumed to be cooperative. If the nodes on the winning path cooperate, then their reputation will be raised, otherwise another path will be chosen. In order to model the player’s strategy, their perception of the bid needs to be presented. Our analysis relies on the fact that players, along with their own absolute profit, are also motivated by the relative profit, which indicates how their standing compares to the profit of other players. The utility of a node is not solely based on the absolute payoff but also on the relative payoff compared to the overall payoff of all nodes. We use the theory of Equilibrium, Reciprocity and Competition (ERC) model presented in [10] as follows:

\[
v_i = \alpha_i u(y_i) + \beta_i r(\sigma_i) \quad \text{where} \quad \alpha_i, \beta_i \text{ are positive constants and } u(.) \text{ is differentiable strictly increasing concave and } r(.) \text{ is differentiable, concave and has its maximum at } \sigma^*_i = \frac{1}{N}. \quad \text{Here } v_i \text{ is the ERC global utility function, } y_i \text{ is the absolute profit and } u(y_i) \text{ is the absolute utility function for player } i.
\]

The total amount of bid that each node is willing to pay is \( v_i \). The absolute profit value of a node depends on the node’s battery power \( \Omega_i \) and its reputation \( \Phi_i \) which will be discussed in section VI.

VI. THE EQUILIBRIUM STRATEGY

Each of the \( N > 1 \) potential bidders knows how much it is willing to pay \( (v_i) \). Each node’s decision problem can be viewed as of choosing a bid \( b(v_i) \) and probability \( \rho \) of winning. Suppose \( b^* \) is the equilibrium bid strategy, one can show that \( b^* \) is monotonically increasing in \( v \) which guarantees that the bidder with the highest evaluation would win the auction.

\[
\text{Proposition 1 For the given utility structure of the bidding game, there is always a Nash equilibrium at } b^*(v) (1 - \frac{1}{N}) v.
\]

\[
\text{Proof: If the bidder } i \text{ bids the amount } b = b^*(v), \text{ he wins with probability}
\]

\[
\rho(b) = pr\left\{ b^*(v_1, v_2, \ldots, v_{i-1}, v_{i+1}, \ldots, v_N) < b \right\}
\]

\[
= \rho(b) = pr\left\{ b^*(v_1, v_2, \ldots, v_{i-1}, v_{i+1}, \ldots, v_N) < \delta(b) \right\}
\]

where is \( \delta(b) \) the inverse of \( b^*(v_i) \). This indicates the valuation that leads to bidding the amount \( b \) if strategy \( b^* \) is played and \( v_{i} \) is the \( i^{th} \) order statistic of the sample of \( N \) random valuations. In equilibrium, the bid \( b \) must be a best-response to bids. Therefore, \( b \) must be a maximize of the expected gain: \( \rho(b)(v_i - b) \) leading to the condition \( \rho'(b)(v - b) - \rho(b) = 0 \) where \( \rho' \) is the derivative of \( \rho \). By using the fact that \( v = \delta(b^*(v)) \), the differential equation will have the solution of \( \delta(b) = \frac{N}{N - 1} b \). Finally solving this for \( b \) the equilibrium bid strategy is given by:

\[
b^*(v) = (1 - \frac{1}{N}) v.
\]
One can also prove that this equilibrium is unique.

For, \( N = 2 \), \( \delta(b) = \frac{1}{2} \delta^2 + \delta(0) \) since, \( b = 0 \) one has \( \delta(0) = 0 \) and thus \( \delta(b) = 2bv \) where \( v \) is the price that bidder is willing to pay. Hence, the unique equilibrium strategy is \( b^*(v) = \frac{1}{2v} \). In order to generalize the proof to \( N > 2 \), one can apply a transformation of variables, from \((\delta, b)\) to \((z, b)\), where \( z = -\frac{\delta}{b} \), and by separating variables and uniquely solving the differential equation by integration.

The intuition behind this proposition is that, for the defined bidding game, a Nash equilibrium exists. This is a point from which no other node wants to deviate. The maximum amount that each node is able to truthfully bid is its utility. Now that we know where the equilibrium is (which depends on the payoff values calculated at the moment), the network will take the corresponding bidding acceptance based on the payoffs calculated. In other words, the equilibrium tells us about the most rational choice for each bidder in the game in certain situation and the network follows that.

### VII. THE PAYOFF

Each node’s payoff is calculated based on two parameters, namely, battery power and reputation. In order to compute the required power for each sensor node, communication and computation of sensor nodes are being considered. The communication energy usage is much higher than the computation energy usage. Communication in sensor networks is dependent on the connectivity of the network, where connectivity is defined as the ability to link between any pair of nodes. The connectivity cost is function of the number of hops, latency, etc. In a path containing \( k \) nodes, we measure the connectivity energy usage as a function of available energy at each node and the total number of en-route hops. So we define the energy consumption as: defined as

\[
\Omega_i(t) = \frac{\text{pow}_i(t)}{k}
\]

where \( P_T \) is the power consumed by the transmitter, \( P_R \) is the power consumed by the receiver, \( P_{out} \) is the output power of the transmitter, \( T_{on} \) is the transmitter on time, \( R_{on} \) is the receiver on time, \( T_{st} \) is the transmitter start-up time, \( R_{st} \) is the receiver start-up time, \( N_T \) is the number of times the transmitter is switched on per unit time, and \( N_R \) is the number of times the receiver is switched on per unit time, which depends on the medium access control scheme used. A node that acts maliciously or saves its internal memory and power by not forwarding incoming packets and dropping them for its selfishness, should suffer from bad reputation and be isolated from the rest of the network. On the other hand, when anode does not act selfishly, then it must be rewarded; and the reward it gets is the good reputation. By doing a service for the network, each node will improve its reputation. As time passes, more nodes recognize a node with good reputation.

**Definition:** Let \( P^f_i(t) \) and \( P'_i(t) \) be respectively the number of packets forwarded and received at sensor node \( i \) at time \( t \). The reputation of node \( i \), denoted as \( \phi_i(t) \) is defined as the ratio of the number of packets forwarded to the total number of received packets at time \( t \) at node. Thus \( \phi_i(t) \) is a measure of throughput experienced at each node and calculated as, \( \phi_i(t) = \frac{P^f_i(t)}{P'_i(t)} \). The reputation value decreases when misbehavior is detected. For any given node, the payoff is given by \( \phi_i(t) \). Which is the reputation that it gains over time. But it also must bear some additional cost \( \Omega_i(t) \) which is the energy loss. Therefore, the payoff is calculated as, \( y_i(t) = \alpha \phi_i(t) - \beta \Omega_i(t) \), where \( \alpha \) and \( \beta \) are weight parameters.

### VIII. NON-COOPERATIVE NON-ZERO-SUM GAME

A two-player game is the most basic form of games, but also a powerful tool for solving problems with conflicting goals. In such games, each player has a set of strategies, which are all the possible choices he has in the game.
A two-player game consists of players $p_1$ and $p_2$, where $p_1$ has $n$ strategies numbered as $\{1, 2, ..., n\}$ and $p_2$ has $m$ strategies numbered $\{1, 2, ..., m\}$. In a game defined by the payoff matrices $A = [a_{ij}]$ and $B = [b_{ij}]$, a pair of strategies $(row^*, column^*)$ is said to constitute a non-cooperative pure strategy (Nash) equilibrium solution to the game if the following pair of inequalities is satisfied: $a_{i,j} \leq a_{i,j'}$ and $b_{j,i} \leq b_{j,i}$

$\forall i = 1,2,......n$ and $\forall j = 1,2,......m$. It has been shown in that a two-player non zero-sum game may or may not have a pure strategy Nash equilibrium.

**Game Formulation Of The Proposed Protocol**

In our two-player game consisting of sensor nodes, players are Intrusion Detection System (IDS), which can reside at the base station, and the attacker. With respect to one fixed node, say $k$, which itself is a cluster-head, the attacker node has the following two strategies as depicted in following figure:

- **AS1**: attack node $k$ ,
- **AS2**: attack a node different than $k$ .

The attacker chooses a strategy to attack a node. The network predicts the attacker’s strategy by finding the most vulnerable node.

The sensor network also has two strategies:

- **SS1**: defend node $k$ ,
- **SS2**: defend a different node.

The payoffs of these two players are expressed in the form of 2x2 matrices, $A$ and $B$, where $a_{ij}$ and $b_{ij}$ denote the sensor network’s and the attacker’s payoff, respectively.

Let us first define some notations: 

- $U(t)$ : the payoff of the network at time $t$ .
- $L_k$ : the cost of losing a malicious node $k$ .
- $C_k$ : the cost of defending a node $k$ .
- $N_k$ : the number of sensor nodes in the cluster, where node $k$ is the cluster-head & the number of sensor node

**Communicating with a node $k$**

- $Cost_{wait}$ : the cost of waiting and deciding to attack in the future.
- $Cost_{int}$ : The cost of intrusion for attacker
- $P(t)$ : Profit of each attack

Two payoff matrices $A = [a_{ij}]$ and $B = [b_{ij}]$, are defined such that $a_{ij}$ denotes player $p_1$’s payoff when player $p_1$ chooses strategy $i$ and player $p_2$ chooses strategy $j$; whereas $b_{ij}$ denotes player $p_2$’s payoff when player $p_1$ chooses strategy $i$ while player $p_2$ chooses strategy $j$. We define the network’s payoff matrix as follows:

$$A = \begin{bmatrix} U(t) - C_k & U(t) - C_k - E(\sum_{i=1}^{m} L_i) \\ U(t) - C_k' - \sum_{i=1}^{m} L_i & U(t) - C_k' \end{bmatrix}$$

Here $a_{11}$ represents the payoff if the players follow the strategy pair $(AS_1, SS_1)$, which is when the attacker chooses to attack node $k$ and the network chooses to defend the same node $k$. Thus, for the network, its original utility value of $U(t)$ will be deducted by the cost of defense $C_k$. The term $a_{12}$ represents the payoff corresponding to the strategy pair $(AS_2, SS_1)$, which is when the attacker attacks a different node $k'$, but the network still defends node $k$. In this case we subtract the cost of defending one node from the original utility, as well as deducting the expected value of losing another node, which can be any other node than $k$. The term $a_{21}$ represents the payoff of strategy pair $(AS_1, SS_1)$, that is the attacker and the network choose two different nodes to attack and to defend, respectively. The term $a_{22}$ represents the payoff of strategy tuple $(AS_2, SS_2)$, which is when the attacker attacks a node other than $k$ and the network defends another node. In this case we subtract the cost of defending one node, from the original utility, as well as deducting the loss of losing another node.
We define the attacker’s payoff matrix as follows:

\[
B = \begin{bmatrix}
\text{Cost}_{\text{int}} & P(t) - \text{Cost}_{\text{int}} \\
\text{Cost}_{\text{int}} & P(t) - \text{Cost}_{\text{int}}
\end{bmatrix}
\]

For the network, the cost of defense is the price it must pay to protect a node that is most likely to be under attack. We assume it is dependent on two parameters:

(i) the cost of protecting a node which is more important in the network, like an aggregation point, must be higher than the cost of protecting a normal node, and

(ii) the cost must be dependent on the number of nodes communicating with that node.

**Definition 4:** The cost of intrusion for the network is given by: \( C_i = \gamma_i + \eta N_i \) where \( \gamma_i \) is the weight of a node \( i \) where \( \gamma \) and \( \eta \) are weight parameters and \( \gamma + \eta = 1 \). Depending upon the sensor applications, there value can be varied, assume that \( \gamma \gg \eta \).

We define cost of waiting for the attacker as: \( \text{Cost}_{\text{wait}} = \delta' \) where \( \delta \) is a weight parameter and \( \gamma' \) is the number of previous unsuccessful attack attempts. Profit of each attack for the attacker and the loss of losing a node for the network are dependent to the density of nodes that are communicating with the node, and the reliability of each node \( r_i(t) \). The density can range from few sensor nodes to few hundred sensor nodes, density \( \mu \) can be calculated according as \( \mu(R) = \frac{N \pi R^2}{A} \) where \( N \) is the number of scattered sensor nodes in the region \( A \), and \( R \) is the radio transmission range. The node density depends on the application in which the sensor nodes are deployed.

**Definition 5:** Profit of attack for the network are defined as:

\[
P(t) = \sum_{i=1}^{N} L_i = \mu \Pi_{i=1}^{N} r_i(t)
\]

In a zero-sum game everything that someone wins must be lost by someone else. Our defined game is non-zero-sum. In order to justify this, let us assume that the game is zero sum in the sense that the increase in one player’s payoff implies the decrease in the other player’s payoff. However, this may not be true for our system.

For instance, networking is always protecting itself but if attacker does not attack, payoff of one party is decreasing while payoff of other party is steady, which is conflicting with the zero-sum assumption. So this game have to be modeled as non-zero sum. Now we study the equilibrium solution for the game. Let us first introduce the concept of dominant strategy in the game theory. Given a matrix game defined by two \( mxn \) matrices, \( A \) and \( B \), which are the payoffs of player \( p_1 \) and \( p_2 \) respectively. We say that “row \( i \)” dominates “row “k”’ if \( a_{ij} \geq a_{kj} \), for \( j = 1,2,...,n \) “row \( i \)” is called dominant strategy for player \( p_1 \). For \( p_1 \), selecting the dominating “row \( i \)” is at least as good as selecting the dominated “row \( k \)”. So “row \( k \)” actually can be removed from game because \( p_1 \) as a rational player would not consider this strategy at all.

**Theorem:** The defined game has Nash equilibrium at strategy pair \((A_{S1},SS_{1})\).

In the network’s payoff matrix \( A = [a_{ij}] \) and the attacker’s payoff matrix \( B = [b_{ij}] \), \( SS_1 \) is dominating strategy and so \( SS_2 \) can be eliminated. \( A \) and \( B \) become 1x3 matrices. Obviously \( a_{11}, a_{12} \geq a_{13} \). Now there are 4 possible cases to consider:

- If \( N_k > N_k \) and \( \gamma_k > \gamma_k \) then \( C_k > C_k \) so \( U(t) - C_k < U(t) - C_k \) and therefore \( a_{12} \geq a_{11} \)
- If \( N_k < N_k \) and \( \gamma_k > \gamma_k \) as \( \gamma \gg \eta \) then \( C_k > C_k \) and so \( U(t) - C_k < U(t) - C_k \) and therefore \( a_{12} \geq a_{11} \)
- If \( N_k < N_k \) and \( \gamma_k > \gamma_k \) then \( C_k < C_k \) and so \( U(t) - C_k > U(t) - C_k \) and therefore \( a_{11} \geq a_{12} \)
- If \( N_k > N_k \) and \( \gamma_k < \gamma_k \) then \( C_k > C_k \) so \( C_k < C_k \) and therefore \( a_{11} \geq a_{12} \).

Obviously \( b_{11}, b_{13} \geq b_{12} \), and \( b_{11} = b_{13} \), which implies equilibrium for the game is at \( a_{11} \) and \( b_{11} \).
From the definition of Nash equilibrium, we conclude that strategy pair \((A_S^1, S_S^1)\) constitutes the Nash equilibrium to this game. So the equilibrium of the network is when it chooses the node with the highest value of \(U(t) - C_k\) for protection.

The intuition behind the above discussion is that for the network the best strategy is finding the best node to defend, which one with maximum value is of \(U(t) - C_k\) and for the attacker the best strategy is finding the right node to attack, as \(P(t) - Cost_{int}\) is always more than \(Cost_{wait}\), so attacker is always encouraged to attack.

In our proposed protocol UDSSR where the nodes send out a route request message all the nodes that receive this message, calculate their utility value, put themselves and their utility value into the source route and forward it to their neighbors, unless they have received the same request before. If the receiving node is in the destination, or has a route to destination, it does forward the request, but sends a REPLY message containing the full source route and the total utility value.

**IX. CONCLUSION**

In this paper we proposed two protocols. Our objective was to measure the effectiveness of these schemes in Detecting malicious behavior. The experimental results shows that by including the utility value of each route Which is based on cooperation and reputation of en-route nodes, we can guarantee a more reliable delivery.
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